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The Opportunity for Selection

“When the males and females of any animal have the same general habits of life, but differ in structure, colour, or ornament, such differences have been mainly caused by sexual selection.”
—(Darwin 1859, p. 89)

Sexual Selection and the Sex Difference in Variance of Reproductive Success

Darwin recognized two patterns in nature and used them to frame the central questions of sexual selection (Darwin 1859):

1. Why do males and females of the same species differ from one another, with males exhibiting morphological and behavioral phenotypes more exaggerated than those of females?
2. Why do the males of closely related species exhibit much greater differences in morphology and behavior than the females of closely related species?

The first pattern is a microevolutionary one, seen commonly within species of almost all taxa with separate sexes, including plants. It indicates that some kind of selection is working to differentiate the sexes and it is affecting males to a much greater degree than females. The second pattern is a macroevolutionary one, observed across species within genera or families of almost all taxa (e.g., many avian taxa). These large differences in male phenotype among closely related taxa are the signature of a very strong and rapid evolutionary force. Darwin noted that, in many species, the phenotypic differences between the sexes are associated neither with essential reproductive physiology nor with development of the male and female gametes. The exaggerated plumage, coloration, behavior, and morphology of males are correlated with but not necessary to reproduction.

Both of Darwin’s patterns are reflected in the language of natural history. In many species, the male is so conspicuously different from the female that the common name of a species describes only the male sex. Only male red-winged blackbirds (*Agelaius phoeniceus phoeniceus*; Searcy 1979; Weatherhead and Robertson 1979), are black with red epaulets on their wings, whereas the females are inconspicuous and dull brown in color (fig. 1.1a). In the bullfrog, *Rana catesbiana* (Howard 1984), it is only the male that makes the deep call for which the species gets its common name; female bullfrogs
are silent (fig. 1.1b). Only males carry balloons of silk as nuptial gifts for females in balloon flies, *Hilara santor* (fig. 1.1c; Kessel 1955). Neither the epaulets of the male blackbird, nor the call of the male bullfrog, nor the bower of the male bowerbird, nor the balloons of male balloon flies, are essential for sperm production or other physiological aspects of reproductive function. These males differ from the females of their own species in a rather arbitrary suite of phenotypic traits when considered across taxa.

Darwin used the term “trivial” to describe many of these exaggerated, male-limited characters because they appeared to have no clear relationship to viability or reproductive fitness. Despite very similar ways of life, closely related species could have males with very different phenotypes. Why should male tail length in one species be greatly elongated while, in another species of the same genus, males might possess a cape of expandable neck feathers and be rather ordinary in tail length (Gilliard 1962; Borgia 1986)? Why would longer tails be adaptive for males of one species but not the other? Furthermore, if these traits were adaptive for males, why were they not also adaptive for females? Darwin saw no obvious functional relation-
ship between the exaggerated traits of males and the physical environment as he did for many other characters. Indeed, the “fit” between certain male phenotypes and the abiotic environment was exceptionally poor; exaggerated male characters might actually lower male viability.

The macroevolutionary pattern of large phenotypic differences between males of closely related species suggests that the selection responsible for these exaggerated male traits was rapid and strong. In contrast, we know from microevolutionary theory and empirical studies of artificial selection that selection acting on only one sex is considerably slower and weaker than selection acting in both sexes. In fact, selection on one sex but not on the other is only half as effective as selection acting on both, because half of the genes in any generation are derived from each sex in the previous generation (Falconer 1989). Selection restricted to one sex is tantamount to drawing half of the genes at random, and unselected. Selection that acts in opposing directions in the two sexes is slower still than selection absent in one sex.

To understand the microevolutionary perspective on single-sex selection, consider an experiment in which a laboratory or captive population is subjected to artificial selection to increase tail length in males. There are several different ways that we might impose artificial selection and these have different effects on the expected rate of response. Consider first artificial selection on both males and females. After measuring tail lengths of all males, those with long tails are chosen as parents and those with shorter tails are discarded and prevented from breeding. We can quantify the strength of this selection using the standardized selection differential experienced by males, $S_{\text{males}}$ (fig. 1.2.a). The difference in average tail length between the selected males and the unselected males, divided by the standard deviation of male tail length, equals $S_{\text{males}}$. Similarly, we measure tail lengths of all females and choose those with the longest tails for parents and discard those with shorter tails (fig. 1.2.b). The strength of this selection, $S_{\text{females}}$, is defined just like $S_{\text{males}}$ but relative to the female trait distribution. Total selection on our hypothetical population is the average of these two selection differentials, $S_{\text{total}}$ or $(S_{\text{males}} + S_{\text{females}})/2$. If our selection is as strong in males as it is in females, so that $S_{\text{males}}$ equals $S_{\text{females}}$, which equals $S$, then $S_{\text{total}}$ also equals $S$.

Now consider artificial selection only on males and not on females (fig. 1.3). As before, we measure tail length of males and select those with the longest tails as breeders (fig. 1.3a). However, we choose female parents at random with regard to tail length (fig. 1.3b). Thus, the selection differential in females, $S_{\text{females}}$, must be zero because the mean tail lengths of the breeding and nonbreeding females are the same. By using the selected males and unselected females as parents, fully half of the genes of each offspring, namely, those descending through the females, are not subject to any selection at all. Because half of the genetic material affecting tail length in the offspring generation has not been selectively screened but rather has been
chosen at random, the total selection differential, averaged across the sexes, equals $S_{\text{males}}/2$ or, if we select on males as strongly as we did above, $S/2$. This makes single-sex selection weaker by half than selection on both sexes. Single-sex artificial selection experiments conducted on a number of species confirm this theoretical expectation (Robertson 1980).

The taxonomic observation of conspicuous male divergence between
Figure 1.3. Single-sex selection, that is, selection on only one sex; hatched areas represent breeding individuals; open areas represent nonbreeding individuals.
closely related species stands in sharp contrast with the expectation from microevolutionary theory of a slower response to single-sex selection. This contrast between macroscopic pattern and microevolutionary process becomes even starker when we consider the evolution of sex-limited expression of male phenotypes. When genes are carried by both sexes but expressed in only one sex, we say that the expression of the gene is sex-limited. Most genes are expressed in both sexes; the limitation of a gene’s expression to one sex is itself an evolved property of that gene or the developmental genetic system. Indeed, when artificial selection is practiced on only one sex, the focal character responds in both sexes, because selection in one sex does not limit the expression of the genes to that sex. For this reason, in our second artificial selection experiment (see above), we expect the tails of the unselected females to increase in length as a result of selection for increased male tail length. In the terminology of phenotypic selection models, the same trait (e.g., tail length) expressed in males and in females can be considered as two distinct but genetically correlated traits, one expressed in males and one in females. Because the genetic correlation across the sexes is positive, direct selection on one sex results in a correlated response in the homologous trait in the other owing to indirect selection.

With sexual selection, however, the selection differential in females is not zero, but actually less than zero (i.e., $S_{females} < 0$). Why is this so? Because, as Wallace (1868) argued, the exaggerated traits favored in males are selected against in females. Thus, the sex-specific selection differentials are of opposite sign, $S_{females} < 0 < S_{males}$. It is as though we divided a population’s genetic composition into two separate pools of genes: one from females and one from males. In our hypothetical population, in the male gene pool, we select for those genes that increase tail length or body size ($0 < S_{males}$; fig. 1.4a). In the female pool, we select against these very same genes ($S_{females} < 0$; fig. 1.4b)! We then combine the two divergently selected pools by mating the selected males and females to create the offspring. The result is an evolutionary process that is even weaker and slower than single-sex selection (fig. 1.3) because the average selection differential on the trait $[(S_{males} - S_{females})/2]$ is less than that of single-sex selection, $S_{males}/2$. If the selection differentials were equal in the two sexes (but of opposite sign), then $S_{total}$ would equal zero.

How does sex-limited gene expression arise? The evolution of gene expression that exists in one sex and not the other is believed to occur via the evolution of modifiers, genetic factors that modify the normal pattern of gene expression during development (Fisher 1928; Altenberg and Feldman 1987). The fitness advantage to the modifier, which is otherwise neutral, accrues when there is selection favoring the phenotype in one sex and opposing it in the opposite sex. That is, the evolution of sex-limited gene expression requires a sex difference in the direction of selection, as occurs with sexually selected traits. As modifier genes spread through the population, the expres-
Figure 1.4. Directional selection in opposing directions between the sexes; hatched areas represent breeding individuals; open areas represent nonbreeding individuals.
sion of the genes affecting tail length is diminished in the female sex and the trait can become sex-limited. Such modifiers can be viewed as genes that reduce the genetic correlation between a trait expressed in males and the same trait expressed in females. Reducing the genetic correlation reduces the limitation imposed by the sex difference in the direction of selection. However, the evolution of such modifier genes takes time, so the rate of evolutionary response for genes with initial phenotypic expression in both sexes is slowed.

There is an additional reason for sexual selection to be a slow evolutionary process. Exaggerated male traits do not appear to be adaptive at all life stages even in the male sex. Darwin (1859) reasoned that seasonal patterns in the expression of exaggerated male-limited traits indicate that these phenotypes may not be of selective advantage at other times during the life of males. Wallace (1868) went further, suggesting that such traits were selected against at these other times (see chapter 10). This conflict in the direction of selection at different life stages in the male sex makes total selection on these traits weaker and thus makes their evolution slower.

Consider again our population subject to artificial selection on males (fig. 1.5). In this population, suppose that selection is imposed on males at two different stages in the life cycle. When males are young and immature, selection may favor small tail size and act against males with larger tails, so that $S_{\text{males}(\text{early})} < 0$ (fig. 1.5a). Only males with the smallest tails at this stage are permitted to mature. Later, at maturity, selection among the remaining males favors only those with the largest tails becoming parents, so that $S_{\text{males}(\text{late})} > 0$ (fig. 1.5b). Genes that increase tail length at all ages will experience conflicting selection pressures, and, in particular, they will be culled and discarded at the first episode of selection. The total selection differential in males is the combination of these two opposing components, further weakening the overall strength of selection for these traits in the male sex.

Only those genes that fortuitously act later in male life to increase tail size will experience a coherent selection pressure and avoid the opposing juvenile selection. It is possible, and even likely, that there are “modifier” genes that could delay the timing of expression of tail size genes to late in male life. However, age-limited expression, like the sex-limited expression discussed above, represents another derived property of the genetic architecture and it further slows the expected rate of evolution under sexual selection.

Such conflicts between the fitness components of male viability and male reproduction may exist for many exaggerated male traits. It is often hypothesized that exaggerated male traits lower male viability by making males more conspicuous to predators (e.g., bird territorial calls, plumage, and displays) or by imposing high energetic costs on males (e.g., male vocalizations in frogs and toads). In some species, these costs to males have been well documented. For example, only male frogs call, and calling has been shown by ecological physiologists to be extremely costly in energetic terms (Ryan
Figure 1.5. Directional selection in opposing directions within one sex over different life stages; hatched areas represent breeding individuals; open areas represent nonbreeding individuals.
Males of many anuran species expend large amounts of energy calling and, although more than 90% of matings will take place over three or four nights, the males might call every night for two or three months. Also, in at least one species, Physalemus pustulosus, males are victims of frog-eating bats that use the sex-specific calls to locate their prey (Ryan and Tuttle 1981; Ryan 1983b).

There is a similar risk to males in some species of lampyrid beetles or “lightning bugs” (Lloyd 1966). In a typical species, the males fly around and emit a luminous, blinking signal. The males’ visual calling elicits a response from females, which are flightless in many species. A signaling male finds a mate when a female responds to his signal with her own light. Not only is the energetic cost of flying borne solely by the males but also the more conspicuous males encounter a sex-specific risk of predation, sometimes from heterospecific females that mimic the response signal of another species and eat the responding males (fig. 1.6; Lloyd 1975). McCauley (1982) has shown that in mating pairs of milkweed beetles, Tetraopes tetrophthalmous, males in copula and guarding females succumb to wheel-bug predation more often than females. Male scorpion flies, genus Panorpa, forage in spider webs for insect prey that they then use as nuptial gifts to facilitate copulation with females (Thornhill 1981). In general, as a consequence of the expression of sexually selected traits, males suffer greater mortality than females. Indeed, many believe that lack of strong predation pressure probably facilitated the evolution of ground display habits by some birds of paradise as well as bower building by all bowerbirds (S. Pruett-Jones, pers. comm.).

In summary, there is an apparent conflict between the microevolutionary perspective on sexual selection and the macroevolutionary pattern. Whereas the comparative pattern indicates that sexual selection is one of the fastest and strongest evolutionary forces, microevolutionary analysis suggests that sexual selection should be weak and slow owing to single-sex selection, sex-limited expression, age-limited or stage-limited expression, and conflict between viability and fertility fitness within males.

### The Quantitative Paradox of Sexual Selection

The Quantitative Paradox of sexual selection is this: How can sexual selection be strong enough to counter the combined, opposing forces of male and female viability selection? In studying the forces of evolution, we want to understand both the mechanisms by which they work, as well as the relative strength of each in relation to the others. Weak natural selection does not always override other evolutionary forces, like random genetic drift or mutation. Many equilibrium states in evolutionary genetics represent a balance between opposing evolutionary forces, such as mutation-selection balance.
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Figure 1.6. Photurus male being eaten by Photinus female (photo by J. Lloyd; see also Lloyd 1975).

(Hartl and Clark 1989; Lynch et al. 1998). The evolution of one trait can be limited by opposing natural selection on other genetically correlated traits. Although Darwin provided two mechanisms (see below) that permit us to understand how sexual selection operates, he did not address the quantitative issue of its strength relative to other evolutionary forces. How can sexual selection be such a strong and rapid evolutionary process that it can create large differences in morphology, physiology, and behavior among males of closely related species? How can Darwin’s “less rigorous” process of sexual selection (see below) overpower the opposing forces of natural selection in both sexes?

We can address these questions by partitioning the effects of exaggerated male characters into separate components of male and female reproductive and viability fitness (table 1.1). When we do this, we find that only one component is positive and all the rest are negative. The paradox of sexual selection arises because the fitness decrements associated with exaggerated male traits appear to outweigh the fitness increments (see table 1.1). As explained below, Darwin proposed two compelling mechanisms of sexual selection, namely, female choice and male-male combat. However, he did not identify or even discuss this more quantitative issue. We will first discuss Darwin’s mechanisms for sexual selection and then address the resolution of what we have called the Quantitative Paradox of sexual selection.
Table 1.1
The sex-specific selection differentials, partitioned into reproductive and viability components of fitness, for an exaggerated male trait.

<table>
<thead>
<tr>
<th></th>
<th>Viability</th>
<th>Reproduction</th>
<th>Total Selection Differential</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection on Males</td>
<td>$S_{\text{early}} &lt; 0$</td>
<td>$S_{\text{late}} &gt; 0$</td>
<td>$S_{\text{males}}$</td>
</tr>
<tr>
<td>Selection on Females</td>
<td>$S_{\text{early}} &lt; 0$</td>
<td>$S_{\text{late}} &lt; 0$</td>
<td>$S_{\text{females}} &lt; 0$</td>
</tr>
</tbody>
</table>

Note: A selection differential greater than zero indicates that the trait enhances this component of fitness and is favored by selection while a negative selection differential ($< 0$) indicates the opposite.

The Mechanisms of Sexual Selection

Darwin proposed sexual selection as a special mode of natural selection to explain the evolution of extreme male phenotypes. He defined sexual selection as that selection which occurs within one sex as a result of competition among members of that sex, for reproduction with members of the other sex. From the viewpoint of one sex, generally males, members of the other sex, generally females, are a scarce resource. Thus, males must compete among themselves for access to this scarce resource, that is, for females. Darwin argued that males who won this sexual competition for females obtained more mates (a higher mating success) than males who lost in this competition. He further postulated that the extreme or exaggerated phenotypes of males were beneficial to male fitness solely in regard to this competition with other males for mates. Wallace (1868) argued further that these same male phenotypes were selected against in females as well as in males at times other than during the courtship season (see above table 1.1 and chapter 10).

The evidence that these phenotypes were detrimental to viability and selected against in females came from several different lines of reasoning. First, because these “male” traits are lacking or expressed only mildly in females, Wallace reasoned that they could not enhance survival. If such traits were generally good for survival, they would be expressed by both sexes. Second, he observed that many male-limited phenotypes are displayed only during the breeding season. For example, the bright plumage of many male birds, the antlers of some deer and other ungulates, and the calls of male frogs are expressed only during a brief period of the year, the courtship and breeding season. If these traits were advantageous in ways other than competition for mates, Wallace reasoned that they would be displayed year round, especially considering the tremendous investment of energy expended during the growth and development of some male structures. If the antlers of male deer were generally useful for repelling predators, why were they shed after
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the mating season and not retained year round? Darwin inferred that exaggerated male traits must function in mate acquisition. He was not clear whether they were disadvantageous to males and females in other respects as Wallace argued (see Chapter 10). For these reasons, Darwin proposed two mechanisms whereby more ornamented males could achieve a greater mating success than less ornamented males: (1) male-male competition for mates, and (2) female choice of mates.

Male-Male Competition for Mates

By male-male competition for mates, Darwin meant those cases in which males contested directly with one another during the breeding season for access to females. In his own words, sexual selection “. . . depends, not on a struggle for existence, but on a struggle between males for possession of the females; the result is not death of the unsuccessful competitor, but few or no offspring. Sexual selection is, therefore, less rigorous than natural selection” (1859, p. 88). Winning males mate with more females than losing males, and as a result sire more offspring. This quotation from Darwin places the Quantitative Paradox of sexual selection in high relief. If it is less rigorous, how can sexual selection override opposing natural selection in both sexes?

Male-male competition is clearly the mechanism of sexual selection in organisms such as deer, elk, or horned beetles (Eberhard 1979; Clutton-Brock et al. 1982; Emlen 1996). In these species, males, but not females, develop a sexual ornament and intrasexual weapon, antlers, just prior to the breeding season. During the mating season, males establish territories and engage in prolonged head-to-head combat using these antlers. Vanquished males are excluded from access to females and the winning males mate successfully with many does. Antlers in most species are not only a male-specific phenotype but also play a central role in the male-male contests for mates, which are a pivotal component of male reproductive fitness. Clearly, as Darwin suggested, sexual selection has played a role in the evolution of this kind of male-specific trait because its adaptive function is mate acquisition.

Similar male-male contests have been observed in many other species, including many beetles (Eberhard 1979; Emlen 1996). Male stag beetles (Lucanus cervus; Price 1996), for example, possess enlarged mandibles (fig. 1.7). Although carried by males throughout adult life, the horns are used only at the time of mating. When a male encounters another male copulating with a female, he uses the horns to pry his rival off the female and sometimes off the tree entirely. The winning male then mounts the female himself if she has remained in the vicinity. In many beetles, males will attack other
mating males by biting the legs or antennae, and these attacking males often interrupt copulation. A similar evolutionary enlargement of protuberances on the pronotum of males has occurred in the forked fungus beetle, *Bolitotherus cornutus* (Conner 1988) and in the broad-horned flour beetle, *Gnathocerus cornutus* (fig. 1.8). The former species is found living on shelf fungus growing on dead trees. Females congregate on the bracts of fungi to lay eggs, and the larvae tunnel into and feed on the fungus. Males also aggregate where females oviposit and fight to exclude other males from the fungal bracts. These beetles are so sedentary in their habits that the same individuals can be found on the same bracts of fungus for up to six years! The male defending a bract can mate repeatedly with the females who lay eggs on that bract and sire many offspring.

In many primates, males sport enormously developed fangs, manelike ornamentation, and thick fur around the neck, as in hamadryas baboons (*Papio hamadryas*; fig. 1.9). Single dominant males may have reproductive access to a harem of several females. In this instance, the “fitness” stakes of a single male-male contest are not just the offspring of a single female but that of an entire group of females. With this kind of fitness reward attendant on male-male combat, it is obvious that successful males will have a much higher fitness than other, losing males. Indeed, in a species with a fifty-fifty Mendelian sex ratio at breeding, if one successful male has several mates, several males must necessarily have no mates at all. It is this consequence of sexual selection that establishes the fundamental relationship between the
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Figure 1.8. Sexual dimorphism in *Gnathocerus cornutus*; male (right) with enlarged processes on the pronotum; female (left) unmodified (photo by M. J. Wade).

variance in male fitness and the variance in female fitness, which we will use to resolve the Quantitative Paradox of sexual selection (see below).

There are also male structures that function in reproductive combat but are less apparent than antlers, horns, manes, and fangs, because they are not used in face-to-face combat. Copulatory and seminal combat between males also occurs and appears to be commonplace in some taxonomic groups, especially insects (Smith 1984; Birkhead and Moller 1993a,b; Baker and Belis 1995; Eberhard 1996; Howard 1999). For example, males of some species of damselflies have a caudal structure employed at the time of mating whose function is to remove the sperm of other males from the reproductive tract of the female (Waage 1979). Males of some grasshoppers and katydids have an inflatable bulb on the end of the aedeagus, which also has a central groove. By inflating the bulb, a mating male mechanically forces the sperm of previously mating males out of the female reproductive tract back along the groove. Conversely, males of some species transfer not only sperm but also a
“sperm plug” which may impede the copulatory efforts of subsequently mating males (Gwynne 1984).

In insects, the structure of sperm itself is often wildly elaborated and varied among closely related species (fig. 1.10) in much the same way that plumage and behaviors differ among males of related species of birds (Sivinski 1980; Eberhard 1996). It seems likely that postcopulatory but prezygotic
competition between sperm of different males within the reproductive tract of multiply inseminated females results in sexual selection on sperm morphology (Pitnick 1996). This is a form of direct gametic competition between males with important ramifications for speciation (Robinson et al. 1994; Howard 1999).

Female Choice of Mates

All sex differences in phenotype cannot be explained by male-male competition alone. In many species, males differ from females in the extreme development of traits that appear to have no direct or plausible connection to male-male combat. Male peacocks do not fight one another with their tails nor do male bowerbirds fight one another directly with their bowers. Darwin believed that male-male combat was inadequate to account for the evolution of these other kinds of male-limited characters, and he postulated sexual selection via female choice of mates.
By female choice of mates, Darwin meant that females exhibited mating preferences for different kinds of males; i.e., they were more willing to accept certain males as mates than other males. Darwin reasoned, “if man can in a short time give elegant carriage and beauty to his bantams, according to his standard of beauty, I can see no good reason to doubt that female birds, by selecting, during thousands of generations, the most melodious or beautiful males, according to their standard of beauty, might produce a marked effect” (1859 p. 89). If female mating preferences were operating, then the traits of preferred males would become exaggerated by this mechanism of sexual selection in the same way and for the same reason that combat-related male traits evolved.

Questions about the existence of female choice, as well as how and why it operates on males, represent active areas of research today. It is only in the past ten years that strong female mating preferences for males with extreme ornamentation have been experimentally demonstrated in natural populations (review in Andersson 1994; Basolo 1990a,b). These studies show unequivocally that males with extreme values of preferred traits achieve more matings than males with less extreme values of these same traits. The number of mates that a male acquires in his lifetime indicates the degree to which he is preferred by females relative to other males. Here, differences among males in reproductive fitness result from the mating preferences exerted by females rather than from male-male combat. “Successful” males may have very high fitness, but the proximate reason for such differential mating success is female choice rather than male combat. Again, for every male who is accepted by and successfully mates with several females, there must be several males who do not mate at all. This simultaneous addition of winning males at one end of the mate number distribution and losing males at the other means that sexual selection always increases the variance in male mating success. It is this effect on the variance in male reproductive success that creates a sex difference in the variance in fitness. It is this sex difference in fitness variance that is fundamental to resolving the Quantitative Paradox of sexual selection.

The Strength of Sexual Selection Relative to Natural Selection: Resolving the Quantitative Paradox of Sexual Selection

Although the twin mechanisms of male-male combat and female choice explain why certain male traits have adaptive value in mate acquisition, we are still left with a critical quantitative issue (see table 1.1): Why is the single positive component of male reproductive fitness sufficient to outweigh the totality of the several negative components in the evolution of these exaggerated male traits? How can sexual selection be one of the strongest evolutionary forces when it affects only one sex, is opposed in the other sex,
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affects only one fitness component, and is exposed to selection only some of the time in the favored sex? It is not sufficient to say, as Darwin did, that the trait is favored in males by male-male competition for mates or by female choice of mates. Nor is it sufficient to measure the degree to which a particular character is modified within each sex and then attribute its greater modification in males to either of Darwin’s mechanisms. Analyses that focus on the mechanisms of sexual selection are no substitute for measurements of the strength of selection. Identifying the mechanism of selection is different from quantifying its evolutionary effect.

We can resolve the Quantitative Paradox of sexual selection by considering, first, the variance in fitness and its relationship to the strength of selection and, second, the sex difference in variation of fitness between males and females. We are interested in this variation in fitness not only because fitness variance is required for selection, but also because the strength of selection is proportional to the variance in fitness: the greater the variance in fitness, the stronger the force of selection. Not only is fitness variation necessary for evolution, but also the variance in fitness sets an upper bound on the rate of evolution. Large differences in fitness between individuals mean strong natural selection. The absence of fitness differences between individuals (no fitness variance) means that natural selection, and, hence, adaptive evolution, are not possible.

Fitness variation determines the maximum rate (i.e., the upper limit) of evolution by natural selection because it limits the degree to which breeding parents differ from the average individual in the population before selection. The breeding parents are a subset of all individuals in the population and only they contribute genes to the next generation. The resemblance of offspring to their parents will be imperfect, to a degree that varies between zero and 1, a parameter better known as heritability. Because heritabilities are less than 1, the phenotypic mean of the offspring must differ from that of the breeding parents and be closer to that of the unselected population. If the average phenotype of the breeding parents is limited by the variation in fitness, the average phenotype of the selected offspring descended from those parents must also be limited. It is in this way that the total variation in fitness sets an upper limit to the rate of evolutionary change.

The Variance in Fitness and the Strength of Selection

These qualitative principles can be explained more precisely with simple mathematical terms and figures. Let the reproductive fitness of an individual with phenotypic value \( z \) be \( W(z) \), and the frequency of such individuals in a population be \( p(z) \) (fig. 1.11). The mean fitness of this population before selection, is, by definition,

\[
W = \int W(z)p(z)dz.
\] [1.1]
That is, the fraction of the population exhibiting each phenotypic value, $p(z)$, is multiplied by its corresponding fitness $W(z)$, and the resulting products are summed, or integrated, over all values of $z$. The mean phenotype in the population before selection, $Z$, is

$$Z = \int z p(z) dz.$$  \[1.2\]

That is, each value of $z$ in the phenotypic distribution is multiplied by the proportion of the population, $p(z)$, exhibiting that phenotype, and then integrated over all $z$ phenotypes. The relative fitness $w(z)$, for individuals with phenotype $z$ is simply the ratio $W(z)/W$.

As a result of selection, the distribution of phenotypes changes from $p(z)$ in the population before selection to $p'(z)$ in the population after selection. These two distributions are related multiplicatively by relative fitness so that

$$p'(z) = w(z)p(z).$$  \[1.3\]

The mean fitness $W'$ of the parents selected to breed equals

$$W' = \int W(z)p'(z)dz = \int [W^2(z)/W]p(z)dz.$$  \[1.4\]

Thus, the difference in fitness, $\Delta W$, between breeding parents and the unselected parent population before selection is given by the difference between eqs. [1.4] and [1.1] or

$$\Delta W = (W' - W) = \int [W^2(z)/W]p(z)dz - \int W(z)p(z)dz.$$  \[1.5\]
This expression can be rewritten as
\[ \Delta W = \frac{[\int W^2(z)p(z)dz - W^2][W]}{W} = V_w/W, \]  
where \( V_w \) is the variance in fitness of the parent population before reproductive selection.

The relative change in mean fitness by natural selection, \( \Delta W/W \), is thus equal to
\[ \Delta W/W = V_w/W^2 = V_w, \]  
where \( V_w \) is the variance in relative fitness. This is the increase in average fitness of the breeding parents relative to that of the parent population before selection. This entire change is not transmitted across generations to the offspring because not all of the variation in parental fitness is heritable. The offspring mean is given by the product of the parent mean (eq. [1.4]) and heritability. It is also given by adding the product of eq. [1.6] and heritability to the mean before selection. Offspring mean fitness is necessarily less than or equal to that of the breeding parents because heritability is a fraction always equal to or less than 1. Heritability is usually less than 1 because both genetic and environmental factors influence the expression of characters. The more the environment influences variation in phenotypic expression, the smaller heritability will be (Falconer and Mackay 1996).

Thus, the variance in relative fitness, \( V_w \), places an upper bound on the change in mean fitness possible from one generation to the next. In fact, the variance in relative fitness, \( V_w \), places an upper bound on the change in the mean of any phenotypic trait \( Z \). The mean phenotype of the breeding parents, \( Z' \), is defined as
\[ Z' = \int zp'(z)dz. \]  
We substitute \( w(z)p(z) \) for \( p'(z) \) to obtain
\[ Z' = \int zw(z)p(z)dz. \]  
The variable \( Z' \), is equal to \( X^*_\text{males} \) in figs. 1.3a, 1.4a, and 1.5 or \( X^*_\text{females} \) in figs. 1.3b and 1.4b.

The change in mean phenotype before and after selection is equal to
\[ \Delta Z = (Z' - Z) = \int zw(z)p(z)dz - \int zp(z)dz. \]  
It is important to note that \( \Delta Z \) is the numerator of \( S \), the selection differential (cf. figs. 1.3–1.5). Or, differently put, \( S \) is \( \Delta Z \), divided by the standard deviation of the phenotypic distribution \( p(z) \). This conversion of \( \Delta Z \) into units of standard deviation is important for comparing selection intensities across different populations, different experiments, and different traits, where both the mean and variance vary.

We note that \( \int w(z)p(z)dz = 1 \), and we can rewrite eq. [1.10] as
\[ \Delta Z = \int zw(z)p(z)dz - [\int zp(z)dz] [\int w(z)p(z)dz]. \]
We can recognize this expression as the covariance between $z$ and $w(z)$, i.e., the covariance between phenotype and relative fitness. Thus, the change in mean phenotype resulting from selection is

$$
\Delta Z = \text{Cov}(z, w[z]).
$$

[1.12]

As with $W$, the fraction of $\Delta Z$ transmitted across generations depends on the heritability of the phenotype, which is always less than or equal to 1.

It is important to understand that the average fitness as well as the average phenotype may change as a result of selection. However, it is more important to understand that there is a relationship between the variance in fitness, $V_W$ and the covariance between phenotype and fitness, $\text{Cov}(z, w[z])$. To understand this relationship, we first must recognize that the ratio $\text{Cov}(z, w[z]) / (V_Z V_w)^{1/2}$ is the product moment correlation between a phenotype $z$ and its relative fitness $w[z]$. Unless a perfect correlation exists between phenotype and relative fitness, this expression will always be less than 1. Next, note that the ratio $\text{Cov}(w[z], w[z]) / V_w$ is the product moment correlation between relative fitness and itself; thus its value is equal to 1. We can use these relationships to establish that

$$
\frac{\text{Cov}(z, w[z])}{(V_Z V_w)^{1/2}} < 1 = \frac{\text{Cov}(w[z], w[z])}{V_w}.
$$

[1.13]

We can further transform our phenotypic values of $z$ and $w(z)$ to the unit normal scale $x$, where $x$ equals $(z - Z)/\sigma_z$ and $w(x) = \frac{w(z) - 1}{\sigma_w}$. Thus, eq. [1.13] becomes

$$
\text{Cov}(x, w[x]) < V_w.
$$

[1.14]

Hence, the variance in relative fitness places an upper bound not only on the change in mean fitness itself, but also on the standardized change in the mean of every other phenotypic trait. It was for this reason, that Crow (1958, 1962) defined $I$, the “opportunity for selection,” as

$$
I = V_W / W^2 = V_w.
$$

[1.15]

It is this “opportunity for selection” that sets an upper bound on the rate of evolutionary change in the mean of all phenotypes.

The Sex Difference in the Variance in Fitness

We will now examine the opportunity for selection in the male and the female sex. We will see that there is a fundamental algebraic relationship between the opportunity for selection in males, $I_{\text{males}}$, and that in females, $I_{\text{females}}$. Based on the derivation above, note that the opportunity for selection
for each sex is equal to the variance in fitness among members of that sex, $V_i$, divided by the squared average in fitness among members of that sex, $X_i^2$. Thus, $I_{\text{males}} = V_{\text{males}}/X_{\text{males}}^2$ and $I_{\text{females}} = V_{\text{females}}/X_{\text{females}}^2$. These expressions are linked together through the sex ratio and mean fitness. Furthermore, we will show that the variation among males in the numbers of mates caused by either male-male competition or female choice has two consequences:

1. the opportunity for selection in males exceeds the opportunity for selection in females, i.e., $I_{\text{males}} - I_{\text{females}} > 0$; and
2. given certain assumptions, the sex difference in the opportunity for selection equals $I_{\text{mates}}$, where $I_{\text{mates}}$ is defined as the ratio of $V_{\text{mates}}/X_{\text{mates}}^2$, and where $X_{\text{mates}}$ is the average number of mates per male. Thus, $I_{\text{males}} - I_{\text{females}} = I_{\text{mates}}$.

Hence, the opportunity for selection that results from the competition among males for mates, $I_{\text{mates}}$, is responsible, in large part, for the sex difference in the strength of selection.

We can now rewrite table 1.1 in terms of the strength of each component of selection (table 1.2). This notation will allow us to show why $I_{\text{mates}}$ is often greater than the weighted sum of the other three terms in table 1.2 and thus resolves the Quantitative Paradox of sexual selection. However, to fully understand why this is so, we must first quantify the strength of sexual selection in males relative to the strength of natural selection on males and females to resolve the Quantitative Paradox concerning the evolution of extreme male traits (tables 1.1 and 1.2). Let us begin by considering the variation in male fitness associated with mating success.

The Average and Variance in Mating Success

In most breeding populations, males can be divided into a series of mating classes, $k_i$. The number of mates males obtain defines each mating class. Thus, $k_0$ males do not mate, $k_1$ males mate once, $k_2$ males mate twice, and so on. The number of males in each mating class, $m_i$, depends on how variable male are in their mating success. For example, in fig. 1.12a, all of the males

| Table 1.2 |
The opportunities for selection represented by the components of reproductive and viability fitness as they affect the evolution of an exaggerated male trait. |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reproduction</strong></td>
<td><strong>Viability</strong></td>
<td></td>
</tr>
<tr>
<td>Male Fitness</td>
<td>$I_{\text{mates}}$</td>
<td>$I_{\text{viability}}$</td>
</tr>
<tr>
<td>Female Fitness</td>
<td>$I_{\text{fecundity}}$</td>
<td>$I_{\text{viability}}$</td>
</tr>
</tbody>
</table>
Figure 1.12. The distribution of male mating success in a population consisting of 100 males and 100 females (a) who each mate only once; all males secure a single mate; (b) mating occurs approximately at random; (c) certain males mate with more than one female.
mate once. Thus, all $m_i$ categories equal zero except $m_1 = 100$. The sex ratio $R$ in this or any population can be expressed as the ratio of the number of females to the number of males. In this case, $R = N_{\text{females}}/N_{\text{males}} = 1$ (Wade 1995).

The average mating success per male, $M$, equals the number of females in the $k_i$th mating class, multiplied by the number of males in the $m_i$th class, added up over all $i$ classes, and then divided by the total number of males. Thus, $M = (\sum k_i m_i)/\sum m_i$, or in fig. 1.12a, $M_a = [(0)(0) + (1)(100) + (2)(0) + (3)(0) + (4)(0) + (5)(0) + (6)(0)]/100 = 1$. Clearly, $R_a = M_a$.

The average harem size $H$ equals the number of mates per mating male. $H$ is usually larger than the sex ratio ($H > R$). This is true because, whenever one male secures two or more females, other males are excluded from mating (Darwin 1874). The average mating success per mating male equals the number of females in each mating class, multiplied by the number of males in that class, added up over all classes, and then divided by the sum of the males who actually mate. Thus, $H = (\sum k_i m_i)/[\sum m_i]$. Since $m_0$ in fig. 1.12a equals zero, $R_a = M_a = H_a = 1$.

In fig. 1.12b, mating occurs approximately at random. In this situation, $M_b = [(0)(36) + (1)(38) + (2)(18) + (3)(6) + (4)(2) + (5)(0) + (6)(0)]/100 = 1$, and here again, $M_b = R_b$. However, $H_b = [(0)(36) + (1)(38) + (2)(18) + (3)(6) + (4)(2) + (5)(0) + (6)(0)]/[100 - 36] = 1.56$. Thus, with random mating, $R_b$ still equals $M_b$, but $H_b$ exceeds both values. This condition changes further when some males obtain more mates than expected by chance. In fig. 1.12c, again, $M_c = [(0)(54) + (1)(22) + (2)(12) + (3)(4) + (4)(2) + (5)(2) + (6)(4)]/100 = 1 = R_c$. However, $H_c = [(0)(54) + (1)(22) + (2)(12) + (3)(4) + (4)(2) + (5)(2) + (6)(4)]/[100 - 54] = 2.17$. Thus, in this example, as well as in general, as fewer males obtain more mates, $R$ and $M$ are equivalent and remain unchanged, but $H$ increases still further.

How do such changes in the distribution of females with males affect the variance in mate numbers? The answer is this: As average harem size changes, so does the variance in mate numbers among males. The variance in mate numbers describes the “spread” of the distribution of mates per male around the population average. This variance can be calculated by squaring the value of each mating class, $k_i$, multiplying each squared value by the number of males in each mating class, $m_i$, adding up the products, and then subtracting this quantity from the squared average in mate numbers per male. Thus, $V_M$ equals the average of the squared number of mates per male, minus the square of the average number of mates per male (Sokal and Rohlf 1995). That is, $V_M = [(\sum k_i^2 m_i)/\sum m_i] - [\sum k_i m_i/\sum m_i]^2$.

When all males in the population secure one mate, the variance in mating success among males is zero, that is, $V_{Ma} = [(0)^2(0) + (1)^2(100) + (2)^2(0) + (3)^2(0) + (4)^2(0) + (5)^2(0) + (6)^2(0)]/100 - [(0)(0) + (1)(100) + (2)(0) + (3)(0) + (4)(0) + (5)(0) + (6)(0)]^2/100^2 = 0$ (fig. 1.12a). When
some males mate more than once by chance, other males must still be excluded from mating. Consequently, the distribution of male mating success around the average widens. That is, $\text{V}_{M_0} = \frac{1}{100} \times \left\{ 0^2(36) + 1^2(38) + 2^2(18) + 3^2(6) + 4^2(2) + 5^2(0) + 6^2(0) \right\}$.

The variance in mating success becomes. Thus, $\text{V}_{M_c} = \frac{1}{100} \times \left\{ 0^2(54) + 1^2(22) + 2^2(12) + 3^2(4) + 4^2(2) + 5^2(2) + 6^2(4) \right\}$. Clearly, as the variance in mating success, $\text{V}_M$, becomes larger, the average mating success of mating males, $\text{H}$, must also increase.

As the example above graphically demonstrates, when there are equal numbers of breeding males and females, and if some males have many mates, then, necessarily, some males will have no mates at all. If a male loses in competition with other males for mates, then he has a reproductive success of zero (0). Conversely, a winning male might mate with one or more different females. As we have shown above, $\text{R}$ equals the average number of mates per male. The parameter $\text{R}$ also equals the sex ratio, $N_{\text{females}} / N_{\text{males}}$. In future examples, we will let $\text{V}_{\text{mates}}$ be the variance in mate numbers among males.

Males might win or lose mates owing to either the Darwinian mechanism of sexual selection, direct male-male combat, or female choice. We will consider the relative effects of these mechanisms later (chapters 4 and 5). For now, to allow comparison of the effects of natural and sexual selection on both sexes, we must consider male and female fitness using the same units. Let $\text{O}$ be the average number of offspring per female. Different females may produce more offspring or fewer offspring than the “average” female and we represent this variation in offspring numbers among females by $\text{V}_O$, the variance among females in fecundity fitness. The opportunity for fecundity selection in females, $I_{\text{females}}$, equals $\text{V}_O / \text{O}^2$. Because half of the genes in the offspring of our hypothetical species come from these females, half of the genes experience natural selection against the trait, possibly as strong as $I_{\text{females}}$.

The average male enjoys a reproductive success equal to $\text{RO}$, i.e., $\text{R}$ times the reproductive success of the average female ($\text{O}$). When we say that the average number of offspring per male is the product $\text{RO}$, we are assuming that mate numbers and offspring numbers are independent of one another, i.e., not correlated. We will relax this assumption in chapter 4. If the breeding sex ratio is one male to every female, then for every male with $k$ mates, there must be $(k - 1)$ males with 0 mates. As a result, the least successful males have a lower fitness than the least successful breeding females. In addition, unsuccessful males outnumber winning males whenever $k < 1$. Conversely, the fitness of the most successful males exceeds that of the most successful females by a factor greater than $\text{R}$. Differently put, there are
many males with a fitness lower than the lowest in the female distribution and some males with a fitness much, much higher than the highest in the female distribution. The mean fitness is the same for both sexes when \( R = 1 \), because each offspring has one mother and one father (Fisher 1930). However, the variance in fitness is much greater for males than it is for females.

The average number of mates per male, \( R \), is the total number of reproducing females, \( N_{females} \), divided by the total number of available breeding males, \( N_{males} \), which is also the sex ratio \( R \). When the sex ratio \( R \) is expressed in this way it has the advantage that it is equivalent to the average number of mates per male. In many other discussions, the sex ratio is expressed as the reciprocal of \( R \) or \( N_{males}/N_{females} \), as a means of expressing the degree of competition among males. This ratio of the number of mating males to the number of sexually receptive females is called the operational sex ratio or OSR (Emlen and Oring 1977). We will use the symbol \( R_O \) (i.e., \( 1/R \)) for the OSR.

The OSR captures the intuitive idea that the greater the excess of males over females at the time of breeding, the greater the intensity of reproductive competition among males for mates. We show below that \( R_O \) is only one component, albeit an important one, of the sex difference in the opportunity for selection. Although it is a reasonable idea, \( R_O \) is not equivalent to the sex difference in the strength of selection (see Reynolds 1996; Kvarnemo and Ahnesjo 1996 for discussions to the contrary). Thus, two mating systems with the same value of OSR (our \( 1/R \) or \( R_O \)) can differ in the strength of sexual selection. Conversely, two mating systems with different OSRs can have the same strength of sexual selection. Because the OSR is not always predictive of the variance in male reproductive success, it is not always correlated with the strength of selection affecting male-female dimorphism.

We can divide males into two categories: those that are unsuccessful at mating, and thus have a fitness of zero, and those males that are successful and have one or more mates. We let \( H \) be the average number of mates of the successful males. We define \( p_m \) as the proportion of mating males, and \( p_0 \) as the proportion of nonmating, unsuccessful males. (Remember that \( p_m + p_0 = 1 \).) These two frequencies are connected through the sex ratio \( R \). The average number of mates per male, \( R \), equals the average number of mates across our two categories of males. We can express this in terms of our definitions as

\[
R = (H)p_m + (0)p_0. \tag{1.16}
\]

Writing the frequency of successful males, \( p_m \), as \( [1 - p_0] \), we find

\[
p_0 = 1 - (R/H) \quad \text{or} \quad \tag{1.17}
\]

\[
p_0 = 1 - (1/[R_O H]). \tag{1.18}
\]

It is clear from eqs. [1.18] that the greater the number of mates per successful male, \( H \), the larger must be the proportion of males with no mates at all,
As Darwin put it, females are a scarce or limited resource from the perspective of males competing for mates. Success in reproductive competition for some males necessarily means failure for others. Thus, whenever we add successful males with many mates to the right-hand side of the distribution of male fitness, we also must add one or more unsuccessful males at zero, the opposite side of the distribution.

To calculate the total variance in male fitness, \( V_{\text{males}} \), we need to know the distribution of the number of mates of males. Let \( p_k \) represent the fraction of males that have \( k \) mates, where \( k \) ranges between 0 and a maximum of \( N_{\text{females}} \). Thus, \( p_0 \) is the frequency of males with no mates at all and \( p_5 \) is the frequency of males with five mates, i.e., \( k = 5 \). The frequency of successfully mating males, \( p_m \), is equal to the sum \( \Sigma p_j \) \( = (1 - p_0) \). For all categories of mating males, we assume that the family size of each female is a random draw from the distribution of female reproductive success with mean \( O \) and variance \( V_O \), which, in this case, is \( V_{\text{females}} \). (We later relax this assumption in chapter 4 and permit male mate numbers to affect \( O \).) The population of males can be viewed as consisting of the \( k \) categories given in table 1.3.

The total variance in male reproductive success is the sum of two components: (a) the average variance in offspring numbers among males within the categories of table 1.3; and (b) the variance in average in offspring numbers among the categories. Thus, we now have

\[
V_{\text{males}} = \sum p_j (jV_{\text{females}}) + \sum p_j (jO - RO)^2 \quad [1.19]
\]

\[
= RV_{\text{females}} + O^2V_{\text{mates}}. \quad [1.20]
\]

Equation [1.20] illustrates the insight of Bateman (1948): the fundamental cause of the sex difference in fitness variance is the variation of mate numbers among males. However, the variance in male mating success is not as useful a comparative measure of relative male mating success as \( I \), the opportunity for selection (Crow 1958, 1962; Wade 1979, 1995; Wade and Arnold 1980).

<table>
<thead>
<tr>
<th>Number of Mates</th>
<th>Frequency ( p_k )</th>
<th>Mean Number of Offspring ( kX )</th>
<th>Variance in Offspring ( kV_X )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( p_0 )</td>
<td>( X )</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>( p_1 )</td>
<td>( 2X )</td>
<td>1( V_X )</td>
</tr>
<tr>
<td>2</td>
<td>( p_2 )</td>
<td>( 3X )</td>
<td>2( V_X )</td>
</tr>
<tr>
<td>3</td>
<td>( p_3 )</td>
<td>( 4X )</td>
<td>3( V_X )</td>
</tr>
<tr>
<td>( k )</td>
<td>( p_k )</td>
<td>( kX )</td>
<td>( kV_X )</td>
</tr>
<tr>
<td>Total: ( N_{\text{females}} )</td>
<td>1</td>
<td>( N_{\text{females}}X )</td>
<td>( N_{\text{females}}V_{\text{females}} )</td>
</tr>
</tbody>
</table>
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The opportunity for selection on males, $I_{\text{males}}$, equals the variance in male fitness, $V_{\text{males}}$, divided by the square of mean male fitness, $(RO)^2$. Dividing eq. [1.20] by $(RO)^2$, we have

$$V_{\text{males}}/(RO)^2 = (RV_{\text{females}}/(RO)^2) + (O^2V_{\text{mates}}/(RO)^2). \quad [1.21a]$$

$$I_{\text{males}} = (1/R)I_{\text{females}} + I_{\text{mates}}. \quad [1.21b]$$

When $R$ and $R_O$ are equal to 1, this expression reduces to

$$I_{\text{males}} = I_{\text{females}} + I_{\text{mates}}. \quad [1.22]$$

We need not assume that $R$ and $R_O$ are equal to 1. More generally, we find that the sex difference in the opportunity for selection can be found by subtracting $I_{\text{females}}$ from both sides of eq. 1.21c. This expression becomes

$$I_{\text{males}} - I_{\text{females}} = (R_O - 1)I_{\text{females}} + I_{\text{mates}} \quad [1.24a]$$

or

$$I_{\text{males}} - I_{\text{females}} = (1/R - 1)I_{\text{females}} + I_{\text{mates}}. \quad [1.24b]$$

When $R$ and $R_O$ equal 1, eq. [1.24a] and eq. [1.24b] both reduce to eq. [1.23]. From the more general expression (eq. [1.4]), we see that the sex difference in the opportunity for selection is clearly affected by $R_O$, the OSR, as Emlen and Oring (1977) argued. When the OSR is less than 1, so that there are more females than males competing for them, then the sex difference in the strength of selection is diminished. When the OSR exceeds 1, so that there are more males than there are available females, then the intensity of selection on males exceeds that on females by more than $I_{\text{mates}}$. However, it is also clear from eq. [1.24], that the OSR does not estimate the sex difference in the strength of selection, which is important for the evolution of sex dimorphism by sexual selection. The OSR is only one component of the sex difference in strength of selection. Whenever $I_{\text{mates}}$ is much larger than $I_{\text{females}}$, then $(R_O - 1)I_{\text{females}}$ will be only a small component of the sex difference in selection. On the other hand, when $I_{\text{mates}}$ is much smaller than $I_{\text{females}}$, then the OSR will explain much of the sex difference in the strength of selection that results from sexual selection. We will provide an example of the influence of OSR on the sex difference in the opportunity for selection in chapter 5.
CHAPTER 1

The Dimensionality of $I_{\text{mates}}$

In his definition of the opportunity for selection, $I$, Crow (1958) emphasized that the variance in fitness, divided by the square of the average fitness, is the variance in relative fitness. Thus, it measures the maximum change in a populational phenotype that can result from a single episode of selection. Note that $I_{\text{mates}}$ equals the variance in mate numbers, $V_{\text{mates}}$, divided by the square of the average number of mates per male, $R$. This expression is the component of male relative fitness that results from reproductive competition among males. Since both the numerator and denominator of $I_{\text{mates}}$ are expressed in units of $(\text{mates})^2$, the opportunity for sexual selection associated with differences in mate numbers between the sexes is dimensionless (although “$I_{\text{mates}}$” remains a convenient, specific notation).

Other examples of dimensionless numbers include coefficients of variation, pondural indices, and drag and growth coefficients (Vogel 1988; Charnov and Berrigan 1991). In evolutionary biology, examples include the ratio of gene flow distance to spatial change in selection coefficient (Slatkin 1973, 1987; Kirkpatrick 1996), and the measures of population subdivision, $G_{ST}$ and $F_{ST}$ (Hartl and Clark 1989). Such parameters are extremely useful in cross-taxonomic comparisons because they capture the essence of the process independent of scale. Thus, $I_{\text{mates}}$ permits comparisons of the strength of sexual selection within and among taxa. In later chapters, we will show how $I_{\text{mates}}$ arises from the microspatial and temporal distributions of females. This is an important point. In our attempt to resolve the Quantitative Paradox of sexual selection, we will link microevolutionary processes to macroevolutionary patterns. Such explicit within- and between-taxonomic comparisons of processes and their outcomes require dimensionless parameters.

Potential Difficulties with $I_{\text{mates}}$

Several authors have criticized the use of $I_{\text{mates}}$ as a means for identifying the intensity of sexual selection. Grafen (1987) argued that the study of sexual selection is “historical” (emphasizing taxonomic patterns) rather than “empirical” (emphasizing microevolutionary processes), and thus that quantification of the intensity of sexual selection has no intrinsic value. Grafen (1987, p. 222) noted that, “Darwin (1871) discovered almost everything important now known about sexual selection and did so without measurement.” Grafen also reasoned that, because the study of sexual selection has proceeded at a vigorous rate without measures of its intensity, “... the desirability of precise mathematical modeling does not imply the desirability of measuring the parameters of any of these models in the field.” He further
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concluded that empirical studies of selection intensities seem unlikely to increase our understanding of its process or its outcomes and “quantification has no intrinsic virtues . . . and can set back the cause of science.” This argument, while extreme, is not surprising. It is the same one used by molecular geneticists and cell biologists, when biology departments discuss whether or not statistics and calculus should be required courses for biology majors.

Our response to this perspective is that one can seldom understand nature less by studying it more. While Darwin’s mechanisms of sexual selection are clear, so too is the Quantitative Paradox of sexual selection. The discrepancy between microevolutionary theory and historical pattern requires quantitative measures of the sex difference in the strength of selection in natural populations to be assessed and resolved. We hope readers may share our view by the end of this book.

The fact that $I$ includes all of the variance in fitness, both selected and random, has disturbed other authors. For example, Sutherland (1985) argued that, since chance alone (i.e., random mating) can generate nonzero values for $I (= I_{mates}$), this estimator is a poor measure of sexual selection. Indeed, Crow (1958, 1962) addressed this very point and showed that, when random or chance deaths occur, the effectiveness of selective deaths must be diminished. By chance, bad things happen to good genes and vice versa. If one eliminates the random variation in mortality and reproduction, one overestimates the strength of selection. This is another reason why $I_{mates}$ sets an upper limit on the response to sexual selection: not all mating is differential with respect to male characters. By chance, some males obtain more mates than others, just as, by chance, some individuals die before expressing their good (or bad) genes for viability. Mutations with deleterious effects late in life accumulate in populations to a greater degree than deleterious mutations expressed early in life for this very reason: random, early mortality interferes with their expression.

Wade (1987) illustrated this same point in an analysis of laboratory data on the difference in mating success of male Panorpa scorpion flies with claspers intact and claspers immobilized (Thornhill 1981). Although males without functional claspers obtained no mates, and some males with intact claspers obtained more than one mate, many other males with intact claspers also did not mate. There was variance in mating success within as well as between the two artificial categories of experimental males. Because the variance in mating success between these two types of males was only a small part of the total variance in mating success, the strength of selection on claspers as a male trait (present or absent) was actually quite small. This was true despite the fact that the difference in average mating success between the two male groups was large and, statistically speaking, clear-cut.

Consider the hypothetical example introduced earlier in this chapter (ta-
bles 1.1–1.3). All of the opportunities for selection in table 1.3 or eq. [1.23] will have random or environmental components. They are not unique to $I_{\text{mates}}$ nor are they necessarily larger for mate numbers than for viability or offspring numbers. In our hypothetical example, not all individuals with large tails have genes influencing development toward larger tails. Some simply experienced better environments for tail development. As stated above, only the heritable fraction of the differences between selected and nonselected individuals can be transmitted across generations. One thing is certain: if eq. [1.23] is not greater than zero with random variations in mate numbers, it will not become greater when the random component of variation is excluded.

More to the point, since variance in mating success among females is small in most species, even random variation among males in mate numbers will result in sex differences in the opportunity for sexual selection on males (fig 1.13b). Since some males will mate more than once, other males will not mate at all. This statement is identical to Darwin’s (1871, p. 332) own definition of sexual selection: “The practice of polygamy leads to the same results as would follow from an actual inequality in the number of the sexes; for if each male secures two or more females, many males will not be able to pair.”

Clearly, if $R$ remains constant and harem size $H$ increases, an increasing number of males must be excluded from mating as shown by eq. [1.18] and in fig. 1.13. For this reason, $I_{\text{mates}}$ will increase and the sex difference in the strength of selection will increase with it.

Downhower et al. (1987) raised four arguments against the use of the measure $I$ to examine selection. Their first criticism is that $I$ is sensitive to the units commonly used to measure fitness variance. Thus, when different units are used in different studies, they are not comparable using $I$. This criticism is based upon a misunderstanding of how $I$ is used and why it is a dimensionless parameter. The choice of what to count or measure when describing selection in the currency of fitness will certainly vary from organism to organism and often from study to study of the same organism. The conceptual issue is, how do we link different studies in order to obtain an integrated picture of total selection?

Consider a specific example. Suppose that two microevolutionary research programs are investigating the body size evolution in ambystomatid salamanders. One program studies how larval body size affects the development of paedomorphic reproduction and the other investigates how adult body size influences mating success. The former study uses age at first reproduction and clutch size as measures of fitness while the latter uses mate numbers and duration of courtship. Each finds a relationship between body size and fitness and reports the direction of selection on body size, invoking ceteris paribus (all else being equal), as though the other study did not exist, a scenario depressingly typical of microevolutionary studies. Neither study can claim to
know the adaptive significance of body size for several reasons including the following: (1) many of the same genes and developmental processes are involved in the determination of both larval and adult body size; (2) different traits and different genes are correlated phenotypically and genetically so their effects (and the effects of selection on them) are not independent of one another; and (3) natural selection operates on total fitness, yet each study has measured only a component of fitness or (as is common) a surrogate thereof. The common assumption of ceteris paribus not only sweeps away these concerns for any particular study but also isolates the results of different studies that should be integrated. It gives the evolutionary biologist license to carve nature up into manageable fragments and to describe selection in whatever fitness currency is expedient. Unfortunately, it also impedes the cogent and necessary integration of the separate descriptions of nature. The measure $I$ provides a rigorous method of combining results across studies, even studies that use different fitness currencies, because it is both dimensionless and based on the single common currency of evolutionary theory, namely, the variance in relative fitness.

A second criticism raised by Downhower et al. (1987; see also Ruzzante et al. 1996) is that measurements of $I$ are sensitive to differences in average fitness between populations. These authors argue that two populations may have equal fitness variance, but if they differ in average fitness, the values of $I$ calculated for each will differ accordingly. Therefore, variation in average fitness may falsely imply that differences in fitness variance exist between populations. This criticism arises from a lack of understanding of how $I$ is defined and what it measures, and the further confusion of $I$ with analysis of variance. In evolutionary theory, natural selection on a trait results from the correlation between values of that trait ($z$) and heritable differences in relative fitness ($w[z]$, see above). The effect of natural selection can be quantified explicitly as the covariance between trait value and relative fitness whether expressed as the familiar “breeders’ equation,” $\Delta Z = h^2 \text{Cov}(z,w[z])$, or as the equally familiar $\Delta \rho$ from population genetics When the trait is fitness itself, the relative change in mean fitness by natural selection, $\Delta W/W$, equals the variance in relative fitness, $V_w$ (see eq. [1.7] above). Because the denominator of $V_w$ is mean fitness $W$, differences in mean fitness do change the strength of selection even when the variance in absolute fitness is the same; by definition, they have to! If one wants to compare only fitness variances, which do not describe the amount of evolutionary change, then we do not recommend using $I$, but use of ANOVA instead. Unfortunately, as useful as ANOVA is as an experimental tool, it is not a good comparative measure of the strength of selection for evolutionary genetic studies in the field or laboratory.

A third criticism by Downhower et al. (1987) states that measurements of $I$ are sensitive to sampling error. Since $I$ is based on the mean and variance in population fitness, this criticism simply restates difficulties encoun-
Chapter Summary

We have seen how the two mechanisms of sexual selection, male-male combat and female choice, proposed originally by Darwin, permit the evolution of sex differences. However, understanding the Darwinian mechanisms of sexual selection does not address the apparent conflict between the macroevolutionary patterns and the microevolutionary process of sexual selection. The macroevolutionary comparison indicates that sexual selection is one of the fastest and strongest of the evolutionary forces, capable of producing large phenotypic differences among the males of even closely related taxa.
Our microevolutionary analysis reveals not only that the effects of sexual selection are sex-limited, but also that conflict exists in the direction of selection between the sexes as well as between different life history stages within the male sex. These are the features of a very slow and weak evolutionary force.

Our Quantitative Paradox of sexual selection vis-à-vis natural selection is resolved when we take into account the variance in male fitness that results from the variations among males in the numbers of mates. The success of one male in competition for mates necessarily results in the failure of one or more other males (eq. [1.18]). Thus, points are added to the distribution of mate numbers in groups such that, for every point added above the mean, one or more points are added below the mean at zero. A large variance among males in mating success ensures that selection in the male sex will be stronger than opposing viability selection in the female sex and in the male sex at earlier life stages. In subsequent chapters, we investigate how other genetic and ecological factors can enhance or diminish evolution by sexual selection. In particular, we examine the roles of spatial and temporal variation in female receptivity in their effects on $I_{mates}$. 